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Abstract In the framework of the renewal project of the Swiss Strong Motion
Network (SSMNet), a procedure for site characterization has been established. The
aim of the procedure was to systematically derive realistic 1D velocity profiles at each
station. It is mainly based on the analysis of surface waves, particularly from passive
experiments, and includes cross checks of the derived amplification functions with
those obtained through spectral modeling of recorded earthquakes. The systematic
use of three component surface-wave analysis, allowing the derivation of both Ray-
leigh and Love dispersion curves, also contributes to the improvement of the quality of
the retrieved profiles.

The procedure is applied to the 30 SSMNet stations installed on various site types
within the project, covering different aspects of seismic risk. The characterization of
these 30 sites gives an overview of the variety of possible effects of surface geology on
ground motion in the Alpine area. Such effects ranged from deamplification at hard-
rock sites to amplification up to a factor of 15 in lacustrine sediments with respect to the
Swiss reference rock velocity model. The derived velocity profiles are shown to repro-
duce observed amplification functions from empirical spectral modeling. Although
many sites are found to exhibit 1D behavior, the procedure allows the detection and
qualification of 2D and 3D effects. The sites are therefore classified with respect to the
occurrence of 2D/3D resonance and edge-generated surface waves. In addition to the
large and deeply incised alpine valleys of the Rhone, the Rhine, and the Aar, smaller
structures such as local alpine valleys and alluvial fans are shown to exhibit 2D/3D

behavior.

Introduction

Local site conditions have a significant impact on earth-
quake ground motions. This so-called site effect is domi-
nantly controlled by variations in the shear-wave velocity of
the subsurface. For instance, interfaces between high S-wave
velocities in bedrock and low velocities in sediments can lead
to the development of strong amplification and resonance
phenomena. Urban areas around the world are often built
on sedimentary basins to ease the access to water and avoid
steep topography. Site effects therefore constitute a large part
of the seismic hazard in urban areas (e.g., in Mexico City
[Bard et al., 1988], Caracas [Duval et al., 2001], Los Angeles
[Wald and Graves, 1998], Tokyo [Yamanaka et al., 1989], or
Bangkok [Poovarodom and Plalinyot, 2013]).

Assessment of amplification phenomena related to a site
is often performed with an assumption of horizontally lay-
ered media (1D structure) using the theoretical SH-wave
transfer function (Knopoff, 1964). However, non-1D effects
related to sedimentary basins have been discussed since the
1970s and observed in strong-motion recordings (e.g., King

and Tucker, 1984). For instance, Thompson et al. (2009,
2012) evaluated and classified the limitations of the 1D
assumption. The significant variability of observed amplifi-
cation has also justified numerous numerical studies.

To fully consider the expected amplification at a site
located in a narrow sedimentary basin, 3D effects should
clearly be considered. However, although computing capabil-
ities are improving dramatically, 3D numerical simulation of
large areas still has a high computational cost. Furthermore, a
good knowledge of the structure is required, which also de-
fines the useful frequency band for modeling. Consequently,
3D models are typically developed at sites that have been pre-
viously well studied. In Switzerland, for instance, 2D effects
in the Rhone valley have been quantified by extensive studies
combining direct observations and modeling (Steimen ef al.,
2003; Roten et al., 2006, 2008; Ermert et al., 2014). Before
being able to model 2D/3D effects, however, local assessment
of 1D velocity profiles is always needed, along with their
lateral variation. Moreover, Burjanek e al. (2014) analyzed
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25 sites with pronounced topography and showed that ob-
served amplifications at such sites are tightly linked with
the local subsurface structure rather than terrain geometry.

Explaining recorded ground motion through deconvolu-
tion of source, propagation, and site effects is a primary goal
of engineering seismology. High quality characterization
through independent geophysical investigation of each in-
strumented site is necessary to properly isolate and explain
site effects and ultimately refine estimation of earthquake
magnitude and seismic attenuation. The aim of this article is
therefore to propose a procedure able to provide high quality
but affordable site characterization for seismic stations in-
cluding validation. The procedure quantifies site effects and
qualitatively identifies 2D/3D effects.

The proposed method is implemented within the frame-
work of the renewal project of the Swiss Strong Motion
Network (SSMNet). The procedure for characterization of
the sites of 30 newly installed stations is applied systemati-
cally. Geophysical site investigations are based on three-
component (3C) surface-wave analysis, particularly of ambi-
ent vibration array recordings (Fih et al., 2008; Poggi and
Féh, 2010). A new procedure based on spectral modeling of
earthquake ground motion at these stations (Edwards et al.,
2013) has been used to check the validity of the site charac-
terization. Moreover, the whole process checks for 2D/3D
effects, due to edge-generated surface waves (EGSW) and
2D/3D resonances. Sites are classified and compared with
the classification proposed by Bard and Bouchon (1985) for
2D resonance in sedimentary basins.

2D/3D Phenomena

Bard and Bouchon (1980, 1985) identified two non-1D
phenomena in sediment-filled valleys: (1) the inclined inter-
faces at the edge create laterally propagating surface waves
that amplify the ground motion and (2) sufficiently slender
valleys with large velocity contrasts exhibit 2D resonances or
normal modes. Depending on the characteristics of the valley
(velocity contrast and shape), one or both phenomena play a
role in the transfer function (Bard and Bouchon, 1985).
These authors also provide empirical limits of these charac-
teristics for the occurrence of 2D resonance based on a
numerical study.

Edge-generated surface waves were observed by Field
(1996), Chavez-Garcia et al. (1999), Joyner (2000), Lebrun
et al. (2001), Cornou and Bard (2003), and Roten et al.
(2008). Moreover, numerical modeling has often been used
in the literature to reproduce EGSW and wave-focusing
effects (e.g., Paolucci and Morstabilini, 2006; Lenti et al.,
2009; Faccioli et al., 2010). Kawase (1996) showed such
effects were responsible for the large damage in Kobe 1995;
the well-known “Kobe effect.” EGSW can generally be rec-
ognized on time traces of earthquake recordings in basins as
long duration surface-wave trains. They typically occur on a
broad frequency range starting from the fundamental fre-
quency of the valley (e.g., Cornou and Bard, 2003; Cauzzi

C. Michel, B. Edwards, V. Poggi, J. Burjanek, D. Roten, C. Cauzzi, and D. Fih

et al., 2011). The amplification function is then smooth and
of large amplitude as found, for instance, by Lebrun et al.
(2001) in Grenoble, France. Cornou and Bard (2003) pro-
posed to compute the ratio of the observed amplification
function to the 1D theoretical transfer function, termed the
aggravation factor, to characterize these EGSW.

The 2D/3D normal modes are characterized by a con-
stant resonance frequency on the entire valley, at which the
motion is in phase and exhibits a shape characteristic of the
considered mode (Roten ef al., 2006). 2D resonance was par-
ticularly observed in the Rhone valley in Switzerland (Stei-
men et al., 2003; Roten et al., 2006; Ermert et al., 2014;
Poggi et al., 2014). Several authors underlined the shift of
fundamental frequency peak compared with 1D assumption
in 2D/3D cases (e.g., Guéguen et al., 2007; Le Roux et al.,
2012), and a deviation of the dispersion curves from the 1D
case that needs to be taken into account in the inversion (Ro-
ten and Fah, 2007). However, without a good knowledge of
the basin geometry, highlighting eventual shifts between 1D
modeling and observed peaks is not possible. Steimen et al.
(2003) and Roten et al. (2006) recommend the use of the
reference station method to detect 2D modal shapes. Further,
Ermert et al. (2014) and Poggi et al. (2014) proposed to ap-
ply modal analysis approaches from mechanical and civil en-
gineering to determine the resonance frequencies and modal
shapes of the basin. Alternatively, Fritsche et al. (2005) pro-
posed to use the polarization of waves at the resonance fre-
quency using azimuthal horizontal-to-vertical (H/V) spectral
ratios. A strong polarization in the valley axis is an indication
for the SH-mode shape and, therefore, the occurrence of 2D
resonance. Ermert ef al. (2014) followed the same approach
but, instead of the azimuthal H/V, used the method developed
by Burjanek er al. (2010) to characterize the polarization and
showed the equivalence with the modal analysis approach.

SSMNet Renewal Project

The SSMNet is currently undergoing major upgrades
(Clinton et al., 2011). In the framework of this renewal
project, 30 state-of-the-art strong-motion stations in free-
field conditions have been installed during a first phase
(2009-2013), and an additional 70 stations are planned in a
second phase (2013-2019). The current status of the
SSMNet is displayed in Figure 1. The selection of instru-
mented sites, eventually replacing existing strong-motion
dial-up stations, was made considering different aspects of
seismic risk. This project achieved a better general spatial
coverage over the country, while focusing on the instrumen-
tation of areas with known historical earthquakes, on urban
areas concentrating the largest risk exposure, and on areas
with significant site amplification expected. As a result, the
SSMNet stations widely sample typical sites of the alpine
environment. Such sites are characterized by the presence of
loose alluvium-filled valleys, alluvial fans, and steep slopes:
often associated with significantly increased ground-motion
amplitudes and therefore expected earthquake damage.
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Figure 1.

Modern stations of the Swiss Strong Motion Network at the end of phase 1 of the renewal project (triangles). Stations installed

within the renewal project are displayed with larger gray symbols and their corresponding station code.

The self-noise of high-quality modern accelerometric
stations (constituted e.g., by a broadband force-balance ac-
celerometer writing on a 24-bit datalogger) is low enough
and their dynamic range high enough to record with high
fidelity both weak and strong ground motions (Cauzzi and
Clinton, 2013). However, to take full advantage of this tech-
nology, disturbances from anthropogenic activities (traffic,
industries, etc.) should be minimized at the installation sites.
Therefore, new stations were not installed in electrical sub-
stations (transformer houses), which comprised the majority
of sites in the old dial-up network, and the vicinity of train
lines and roads was avoided if possible. Rigorous site testing
was made for each site to estimate noise levels. One week of
ambient vibrations were typically recorded and analyzed us-
ing the method of McNamara and Buland (2004) and com-
pared with the accelerometric high and low noise models
proposed by Cauzzi and Clinton (2013). The data collected
during the project show that in many urban areas, strong lo-
cal site amplification can result in noise levels that are above
the high noise model. However, because the installation of
stations on these urban sediments is a goal of the project,
such high noise values must be accepted in particular cases.
Nevertheless, diurnal variation and sharp peaks produced by
local anthropogenic noise sources could be minimized.

A new design for station housing (Fig. 2) was developed
within the project to ensure free-field conditions. Two differ-
ent concrete vaults are used, a large one capable of hosting
the whole seismic station and a smaller one hosting only the
sensor with the electronics being installed in a cabinet in a
nearby building. The vaults are screwed onto a reinforced
concrete foundation. The foundation width (about 1 m) is
small enough to minimize kinematic soil-structure interac-

tion effects on the recorded ground motions. The foundation
is itself anchored in the ground using steel bars as proposed
by Gorini et al. (2010) for the Italian network. This design
minimizes the influence of nearby structures on the ground
motion that can, however, not be totally excluded in urban
areas (Ditommaso et al., 2010).

The stations for the first phase of the project (30 stations)
uniformly comprise a Kinemetrics EpiSensor ES-T force-
balanced accelerometer and Nanometrics Taurus digitizer.
They continuously stream data through ADSL or GSM lines
to the Swiss Seismological Service, in which the continuous
data are archived. Data are made available to users through a
local ArcLink server and the European Integrated waveform
Data Archive (EIDA) node of ETH Zurich (see Data and Re-
sources). State-of-health monitoring is undertaken through
monitoring of the continuous data streams and using the
PQLX software (McNamara et al., 2009).

Site Characterization Procedure

An important component of the installation of modern
seismic stations is the characterization of the seismic response
of the site. For instance, strong-motion waveforms cannot be
properly interpreted without adequate knowledge of the main
geophysical and geotechnical properties of the site where
they have been recorded. Furthermore, when developing
ground-motion prediction equations, the inclusion of ampli-
fication due to local site effects is critical. Such effects are
typically represented either via soil or rock categories or as
a continuous function of the average shear-wave velocity
(V) of the subsurface layers.
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Figure 2.  Alternative housing of the stations installed within the SSMNet renewal project. Left: small vault containing the sensor only
and hut hosting the cabinet with the digitizer and communication instruments (station SY VP). Right: large vault containing the whole station
(station SEPFL). The color version of this figure is available only in the electronic edition.

Depending on the objective, different levels of site char-
acterization are available. These levels comprise diverse
procedures with increasing complexity, which can be never-
theless categorized as follows:

1. simplified geological and geotechnical classification
(e.g., design code approach);

2. geophysical characterization using a single parameter
(e.g., Vszo. fo):

3. 1D profiling of the linear elastic and eventually inelastic
parameters; and

4. full microzonation using advanced 2D/3D models and
nonlinear response analysis.

Given the different accuracy of these approaches in es-
timating the ground response, the level of characterization
between different networks in the world and even within
the same network can be very heterogeneous. For instance,
in Italy, Luzi et al. (2010) compiled all the available infor-
mation for each station, from the fundamental frequency of
the site to the profiling of the geophysical properties obtained
from borehole logging and seismic experiments. Di Capua
et al. (2011) proposed a classification for sites with limited
information. In Japan, velocity profiles from borehole log-
ging are available for every KiK-net station (Aoi et al.,
2004). In Taiwan, the sites of the whole network have been
classified for a long time (Lee ef al, 2001). In Iran (Zaré
et al., 1999), Turkey (Sandikkaya er al., 2009), and Puerto
Rico (Odum et al., 2013), 1D S-wave velocity profiles are
provided at a number of sites using mostly active seismic
techniques. In the United States, single parameter characteri-
zation is typically based on the average travel-time velocity
over the first 30 m (Vg3,) obtained from measurements or
inferred from surface geology (Yong et al., 2013).

Soil class and single parameter characterization represent
the easiest approach and are generally recommended when

large areas have to be mapped. Different site classifications
exist (e.g., EC8 design code [Eurocode 8, 2004], Building
Seismic Safety Council [2004], etc.) and Vg3 is nowadays
the preferred parameter to define class boundaries. However,
they do not provide good resolution and cannot explain the
whole variety of local surface effects on the ground motion
(even though important) such as the amplification induced
by resonance. This gap therefore leads to strong limitations
when using these data for scientific purposes. On the other
hand, extended site-specific microzonation studies are gener-
ally too demanding where many sites are involved and useful
only for detailed modeling of few selected sites.

For the renewal of the SSMNet, therefore, we tried to
strike the right balance between invested resources and reli-
ability of the site characterization results. This is achieved
through the determination for each individual site of a set
of 1D velocity profiles that are compatible with observed site
response features.

To this aim, a standard methodology has been established
(Fig. 3). Using different profiles allows us to map the uncer-
tainty in the site response prediction. At some particular sites,
information about nonlinear parameters is also provided,
which is nevertheless not discussed in this article. Moreover,
at some sites, insights about the complex 2D/3D geometry
were derived by analyzing and mapping the variability of
fundamental frequency of resonance over the neighboring
area of the seismic station. Finally, a number of engineering
parameters, such as V g3 and the quarter-wavelength velocity
as a function of frequency or wavelength, can then be easily
derived from the measured velocity profiles together with
their uncertainties. Even though the engineering parameters
will evolve with time due to new advances in research, the
availability of 1D velocity profiles will give the possibility
to progressively incorporate new information without reas-
sessing the sites.
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Figure 3.

Retrieval of 1D Velocity Profiles

One-dimensional velocity profiles correspond to the
sampling of the seismic velocities below the considered seis-
mic station. Different methods exist to estimate 1D profiles.
Borehole techniques such as sonic logging and downhole
seismics are invasive but estimate the velocities with high
resolution along the drilling line. Active and passive seismic
surface-wave methods, on the other hand, are noninvasive
but representative of finite volumes in the vicinity of the site.
Small-scale heterogeneities within this volume are then
averaged in a 1D profile, with resolution depending on the
wavelengths involved in the method. This might lead to dif-
ferences in the resulting 1D profiles with respect to direct
borehole logging and between different methods.

The site characterization procedure adopted here is
mainly based on surface-wave analysis of ambient vibration
arrays. In some cases, it is complemented by surface-wave
analysis of active seismic experiments (multichannel analysis
of surface waves [MASW] technique). Passive techniques
have been extensively applied and validated in the literature,
especially in Europe (see Bard et al., 2010, for a review).
Combined passive and active surface-wave techniques have
also been used to characterize strong-motion stations, for
example, in Italy (Foti et al., 2011) and Greece (Savvaidis
et al., 2006). Furthermore, part of the adopted procedure was
already implemented to characterize 30 stations of the Swiss
Seismic Networks (Havenith et al., 2007; Fih et al., 2009).

A review of available geological, topographical, and
geotechnical information is first performed to design geo-
physical experiments, to determine where the 1D assumption
is valid, or at least to establish to which extent it can be valid.

Site characterization procedure. The color version of this figure is available only in the electronic edition.

Even if it could also provide information on the necessary
array size, experience showed that the size of seismic deploy-
ments (arrays) in urban areas is generally limited by practical
constraints such as main transportation lines or changes in
the topography and surface geology. A priori information
is also necessary to provide constraints on subsequent inver-
sions in terms of realistic material properties and eventually
depth of interfaces, especially the bedrock/sediment inter-
face. For that purpose, geological and topographical maps
and results from previous boreholes and geophysical experi-
ments were collected. Table 1 lists all stations installed dur-
ing this project along with the measurements performed
(passive and active) at each site and the surface geology.
Within the project, 27 array measurements with 60 to 480 m
aperture and about 10 m minimum interdistance were per-
formed. In addition, two existing passive measurements were
reprocessed, and four MASW experiments were performed
(typically 50 m long geophone linear arrays with 1-2 m in-
terstation distance). The passive array measurements were
typically made with 14 Lennartz 3C-5s seismometers data
were acquired using Quanterra Q330 digitizers. An example
of array setup for the site SBUH, with a large aperture, is
shown in Figure 4. Two-hour recordings of 1-2 array layouts
(rings of 3-5 stations with increasing radius around a central
station) were made. In some cases, the recordings were
made at night to minimize nearby noise sources. The MASW
experiments were performed either using a sledgehammer or
weight drop (120 kg) as active source, with data acquired on
geophone strings and, in a few cases, seismological stations.
Following the acquisition of ambient vibration data, the
following processing steps are applied to each dataset:
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Figure 4.  Array setup for site SBUH. The color version of this
figure is available only in the electronic edition.

1. Single-station analysis through H/V spectral ratios and
polarization analysis. The former are used to retrieve the fun-
damental frequency of resonance and—to some extent—the
ellipticity of the fundamental mode of Rayleigh waves. The
latter might indicate evidence of 2D resonance or unstable
rock slopes.

2. Array analysis to retrieve the dispersion curves of Love
and Rayleigh waves.

3. Combined inversion of dispersion, resonance, and ellip-
ticity curves.

Each step is detailed hereafter and summarized in Figure 3.

Before any processing on the stations of the array, data
quality is ensured in time and frequency domains to detect
the presence of signal disturbances or vibrating structures.
The orientation of the sensors is checked following the opti-
mization procedure described in Poggi et al. (2012): the cor-
relation of signals at low frequencies is used to detect the
misorientation of sensors in the horizontal direction that
can affect subsequent 3C processing. A correction is sub-
sequently performed with respect to a reference station. Be-
cause a compass is used in the field to orient the instruments,
errors up to 10° are commonly found, but larger errors might
occur when sensors are placed close to disturbances of the
magnetic field. H/V analysis of each recording of the array
and other available recordings in the area is then performed
using different approaches to ensure the quality of the results.
In particular, methods based on time-frequency analysis are,
at least theoretically, able to remove the Love-wave contri-
bution on the horizontal components (Fih ez al., 2009; Poggi
et al., 2012) and were therefore preferred to analyze
Rayleigh-wave ellipticity functions. H/V spectral ratios are
initially used to ensure the homogeneity of the measurement
area (1D assumption) is fulfilled and, second, to estimate the
fundamental mode of Rayleigh-wave ellipticity function and
the fundamental frequency of resonance at the site. Maps of
the fundamental frequencies (f,) were produced to under-
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Figure 5. H/V analysis of array points of sites SBUH and
SBUA2 using time—frequency analysis (Poggi et al., 2012). The
frequency axis has been normalized by the resonance frequency
of the site.

stand the variability of the geology in the area of the seismic
station. Figure 5 shows the example of a homogeneous site
(SBUH, located on a large alluvial plain) and a site with
strong lateral variability (SBUA2, located on an alluvial fan).

Following the computation of spectral ratios, single-
station wavefield polarization analysis is performed using the
approach of Burjanek et al. (2010). It provides, at each
frequency, the azimuthal distribution of the energy of the
ground motion and the parameters of the ground-motion
ellipse. Pronounced ellipticity and focusing of ground mo-
tion in a particular azimuth are searched for throughout the
array. Such effects may be interpreted as a 2D resonance of
the structure if observed throughout the array. In case of iden-
tified 2D resonances, the ellipticity information is not used
for the inversion of the 1D velocity profile because 1D theory
of Rayleigh-wave propagation does not hold anymore
around the frequencies of the 2D resonance. This is dis-
cussed in more detail in the last paragraph of this section.

For the array processing, high-resolution frequency—
wavenumber (HRFK) analysis (Capon, 1969) on the vertical
component is first performed using the software package
Geopsy for ensuring quality (Wathelet er al., 2008). Sub-
sequently, 3C HRFK analysis following Fih et al. (2008) and
Poggi and Fih (2010) is performed. Compared with the com-
putation on vertical components only, 3C analysis makes op-
timal usage of the available channels to estimate, in addition,
the dispersion of Rayleigh waves in the radial direction of
propagation and of Love waves. Moreover, it allows the com-
putation of the ellipticity function of Rayleigh waves.
Figure 6 shows the 3C HRFK analysis performed to charac-
terize the station SBUH.

For few difficult sites, such as those with very stiff soil
and rock, active seismic experiments were also performed.
The active source provides coherent energy at high frequency
that in many cases is lacking in the ambient vibration wave-
field. As a drawback, however, the maximum depth resolu-
tion is generally limited to about 30 m. MASW processing
includes the standard f-k technique (Park ef al., 1999) and
the wavelet-based method of Poggi ef al. (2013) to derive
Rayleigh- and eventually Love-dispersion curves at high
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Three-component high-resolution frequency—wavenumber (3C HRFK) analysis (Poggi and Fih, 2010) of an array around

SBUH station. The dashed lines indicate the lower resolution limit of the array. The black lines indicate the selected dispersion curves
with their uncertainty when available. The radial component highlights Rayleigh-wave higher modes that cannot be seen on the vertical
component. The transverse component provides Love-wave modes. The color version of this figure is available only in the electronic edition.

frequencies, depending on the sensor availability (vertical
or three component). The latter approach is particularly
advantageous in use with continuous data from the seismo-
logical equipment of passive seismics. In some cases, other
than just surface waves, head waves have been observed
from f-k analysis, which are useful to constrain the presence
of shallow but large velocity contrasts.

Finally, all available information (Love and Rayleigh
dispersion, ellipticity curves, and fundamental frequency
of resonance) is inverted into a set of 1D velocity profiles
using a direct search approach (global optimization) based on
the modified neighborhood algorithm (Wathelet, 2008). A
certain level of interpretation is needed for the input data
before being inverted. As first, only the portions of the
dispersion curves that lie within the array aliasing and res-
olution limits are considered (Wathelet et al., 2008). From
the ellipticity curve (H/V curve), only the right flank of the
fundamental peak was generally used, because ellipticity can
be identified best in this frequency range and contains infor-
mation about the soil structure (Fih et al., 2001; Hobiger
et al., 2012). Extracted sections of dispersion curves are then
compared and interpreted as fundamental or high-order
modes (mode addressing). The interpretation can change
during the procedure if new evidence arises, for example,
in support of alternative modal patterns.

The resulting profiles are discrete representations of the
elastic properties of the ground (Vp, Vg, and density). Each
profile is represented by a series of homogeneous horizontal
layers. Given the highly nonlinear nature of the inversion
problem to solve, additional a priori geological and geotech-
nical information are required to define the bounds of the
search and consequently to restrict the size of the parameter
space. This is useful to avoid unrealistic solutions due to over-
fitting (Wathelet, 2008) and trapping in local minima of

the misfit function. When available (in rare cases), borehole
information was used to fix the depth of interfaces (e.g., at
SEPFL site). Moreover, conditional constraints are often
used, such as increasing velocity with depth (except if geology
or particular characteristics in the dispersion curves suggest
the presence of specific low-velocity layers) and realistic
Vp/ Vg ratios. For the latter, the Poisson’s ratio is generally
kept in the 0.2-0.4 range, although higher values were
allowed just below the water table, where the Vp/V ratio
can be rather large. Density values are fixed a priori based
on the available local information (borehole data or literature);
in practice, realistic changes in density have little impact in
terms of amplification. Two different layer thickness schemes
are used jointly, allowing fixed and free-layer interface
depths. Using the fixed scheme has the advantage of reducing
the nonuniqueness of the inversion problem but might lead to
smooth velocity profiles. Conversely, a free-layer approach is
very nonunique and might require considerable a priori infor-
mation but lead to a better resolution of sharp velocity inter-
faces. An example of combined inversion of dispersion curves
and ellipticity for station SBUH is presented in Figure 7.

A major issue related to the inversion of surface-wave
data is the estimation of uncertainty in the results. Uncertain-
ties are due to measuring errors such as the inaccurate
picking of dispersion curves; and due to the forward model-
ing of surface-wave dispersion assuming a 1D velocity
model with a limited number of layers. Because it is difficult
to determine and represent the probability function in a space
with many dimensions, the uncertainty was reflected by
selecting a number of realistic profiles. This is done by per-
forming the inversion on different parameterization schemes
(free- and fixed-layer depths) and multiple inversion attempts
using variable initial randomizations of the parameter space to
be searched. Although this does not ensure the whole range of
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uncertainties is covered, it nevertheless provides a homo-
geneous procedure to estimate the uncertainty to some extent.

From the selected 1D velocity profiles, several engineer-
ing parameters are derived along with their uncertainty. These
parameters are the ground type, based on ECS classification
(Eurocode 8, 2004), travel-time average velocity at different
depths (e.g., 5, 10, 20, 30, 50, 100 m) and frequency-
dependent parameters: quarter-wavelength velocity (Joyner
et al., 1981), quarter-wavelength impedance contrast (Poggi,
Edwards, and Fih, 2012), and SH-wave transfer function for
vertical incidence.

Comparison with Spectral Modeling

The site characterization undertaken for this project was
based on well-established methods. However, to check the
validity of the obtained velocity profiles, a comparison with
amplification function from empirical spectral modeling
(ESM) of earthquake ground motion at the permanent stations
was performed. This technique has been described in
detail by Edwards ef al. (2008, 2013), with a similar approach
shown by Thompson ef al. (2012) to be able to distinguish
non-1D effects. Each event detected by the seismological
network is analyzed in near real time. The spectra of all
recordings with sufficient signal-to-noise ratio are inverted
to obtain the source parameters using a model for the path
and known reference rock condition. The residuals at each sta-
tion are interpreted as the site terms (Edwards ef al., 2008).
Statistics over many small events allow convergence to a sta-
ble site amplification function, hereafter called ESM function,
and its uncertainty. A region-dependent geometrical spread-

ing of Edwards and Fih (2013) was implemented instead of
the classical 1/R decay. This allows us to avoid potential
biases in the spectral estimation in particular in the near field.
The ESM function describes the elastic amplification with re-
spect to the Swiss reference rock velocity model (Poggi et al.,
2011). Therefore, it can be compared with 1D SH transfer
function from site characterization after a correction from
the reference rock, as shown by Edwards et al. (2013). This
approach was systematically used here to check the validity of
the 1D velocity profiles. The agreement between the two
curves is checked relative to the presence of peaks, their fre-
quency values, and the level of amplification. This compari-
son is performed keeping in mind that expected differences
may occur; non-1D wave propagation phenomena such as
EGSW or 2D/3D resonance cannot be reproduced by 1D trans-
fer functions. Furthermore, there are potential trade-offs in the
spectral inversion between elastic amplification and anelastic
attenuation that may lead to incorrect amplification levels at
high frequencies. The comparison between theoretical 1D-SH
and ESM amplification led to a reinterpretation of the disper-
sion curves, and consequently to a new inversion for velocity
profiles, in which significant differences were apparent.

An example of the SH versus ESM amplification com-
parison is presented in Figure 8 (station SBUH) in which the
first inversion (without low-velocity zone) led to acceptable
fit of the dispersion curves, but the empirical and theoretical
amplification functions were not matching. Subsequently,
allowing for a low-velocity zone close to the surface led to
models that better reproduce the empirical amplification
function. The low-velocity zone is due to the presence of
fine uncompacted sediments below a gravel layer and was
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confirmed by borehole analysis. Apart from the low-velocity
zone close to the surface, the initial and adjusted velocity
models are similar in the first 150 m. The bedrock depth,
constrained only by the H/V peak, is also considerably differ-
ent. This shows the difficulty to obtain reliable profiles
beyond the depth constrained by the dispersion curves, even
using the ellipticity. To estimate the depth where the profile is
resolved, the quarter-wavelength approach can be used (Joy-
ner et al., 1981). For given velocity profiles, it can provide an
estimate of the depth corresponding to the lowest frequency
in the dispersion curves (0.85 Hz—corresponding to 120 m
depth for the case in Fig. 8). However, this value is relatively
rough and conservative.

Detection of 2D/3D Effects

To detect 2D resonance in our site characterization
procedure, we used polarization analysis following the tech-
nique of Burjanek et al. (2010). This approach uses single-
station processing of array data and assumes that a strong
polarization in the valley axis is an indication for 2D reso-
nance (Ermert et al., 2014). Moreover, this procedure can

highlight 2D/3D effects in case of sites with pronounced
topography (Burjanek et al., 2012, 2014). The procedure
outlined in this article aims to classify the sites of the stations
(i.e., existence of 2D/3D effects). More investigations are
necessary to better understand the 2D/3D behavior but are
beyond the scope of this study.

The detection of EGSW is based on the comparison of the
theoretical 1D-SH with the ESM amplification. The level of
amplification of 1D models, and therefore of the aggravation
factor (Cornou and Bard, 2003), is largely controlled by the
bedrock velocity, which is generally uncertain. It may there-
fore be difficult to know whether deviations from observed
amplification functions are due to unknown bedrock velocity
at depth or 2D/3D effects. Nevertheless, by comparing the
ESM amplification function, which integrates all geometrical
(1D, 2D, 3D) effects, with the 1D-SH transfer function from
the site characterization, we identified characteristic devia-
tions in shape (peaky versus smooth functions) where EGSW
were suspected. The classification of sites exhibiting EGSW
was therefore objectively assessed based on the comparison
of amplification shape rather than amplitude.
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Figure 9. Multichannel analysis of surface wave (MASW) analysis at site SLUB (vertical component) with interpretation of Rayleigh-
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Results from 1D Site Characterization

Table 1 summarizes the results of the site characterization.
The resonance frequencies across all sites range from 0.45 to
12 Hz. Using the combined inversion, the resonance frequen-
cies are interpreted as the resonance of the soil column above an
interface at a given depth (Table 1). The 30 sites range therefore
from very deep sedimentary sites (down to 600 m depth) to
shallow sediments (15 m depth) and rock sites (no resonance
or at high frequency). Most of the time, particularly in the Al-
pine area, the fundamental frequency corresponds to the inter-
face between sediments and the bedrock. At some sites, it has
been clearly shown that the resonance frequency is related to
2D resonance of the whole basin (see Classification of Sites
with Respect to 2D/3D Response section). In three cases
(SOLZ, SRER, and SZUZ), all located in the Swiss foreland,
the observed resonance corresponds to layers including Tertiary
sediments. This fact was already recognized in previous studies
concerning the region of Basel (station SRER, e.g., Steimen
et al., 2003). In two other cases on alpine rock slopes, the res-
onance may be related to slope instability. This has been already
shown for the Grichen case (SGRA) (Fih et al., 2012) but needs
more investigation for the site Obervaz (SVAM).

There is no doubt that the resulting velocity profiles
benefit from the 3C array analysis technique because more
information is retrieved: in particular the transverse compo-
nent allows the retrieval of Love dispersion curves and
the radial component sometimes better outlines the higher
Rayleigh-wave modes than vertical-component analysis only.
Misinterpretation of mode addressing can also be minimized
leading to more robust and accurate inversions. This is illus-
trated in Figure 6: on the radial component, the first and sec-
ond Rayleigh-wave higher modes appear, although they could
not be seen on the vertical component. The third higher mode

may have been mistakenly interpreted as the first by looking at
the vertical component only. At only two sites could no
dispersion curves on the transverse component be observed:
SLUW in the deep lacustrine basin of Lucerne (Poggi et al.,
2012) and SIOM in the Rhone valley (Roten et al., 2006). This
may be due to the absence of a velocity gradient in the basin, or
at least one that is not very pronounced, because Love waves
do not propagate at the surface of a homogeneous half-space.

Active seismics, particularly MASW, proved to be com-
plementary to ambient vibration arrays (Poggi et al., 2013).
Their combined use was helpful in the case of the rock site
SLUB (Fig. 9). A 46 m string of 24 geophones was used
together with a weight of 120 kg dropped from 1.1 m height.
The upper 15 m were constrained by the active experiment,
whereas the bottom part until 75 m depth was retrieved using
a passive array of 160 m aperture. Unfortunately, none of
these techniques provided good results on the hard-rock site
SBUB, where it was necessary to employ refraction seismics.

According to the comparison with ESM, a revision of 13
out of 30 sites was performed. This large number is partly
due to the low amount of previous knowledge of the sites.
The main reasons that led to incorrect profiles, and therefore
mismatch with the ESM amplification, were errors in mode
assignment, overconfidence in the H/V function as proxy for
the ellipticity, and unnoticed low-velocity layers at depth.
Mode assignment has already been detected as an issue by
Cornou et al. (2009) after an international blind test. The in-
terpretation is especially difficult at osculation points, that is,
where two modes are very close to each other. Moreover,
even if some sections of H/V curve are in many cases a good
proxy for the Rayleigh-wave ellipticity, many authors
showed it may be biased by the Love-wave contribution and
non-1D effects (Fih et al., 2001; Bonnefoy-Claudet et al.,
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Figure 10.

increasing V3.

2006). In our procedure, Love-wave contribution to the H/'V
ratio was minimized using time—frequency analysis (Poggi
et al., 2011) and 3C array analysis (Poggi and Fih, 2010).
Finally, as explained in the previous section, low-velocity
zones were considered only if no model with increasing
velocity with depth could be found that explains the obser-
vations. Surface-wave analysis alone in general is not robust
enough to reliably resolve low-velocity zones. A comparison
with ESM amplification and complementary data (borehole
information, when available) should therefore be used.

It should be underlined that the comparison process does
not ensure that profiles are unbiased, even in 1D cases. There
are trade-offs between different parameters in the inversions
that cannot be tested through this comparison. For instance,
the inversion of bedrock depth and velocity at depth, where
no dispersion curve is available, is generally nonunique and
relies on the H/V curve that may not always represent the
ellipticity of the fundamental-mode Rayleigh wave. How-
ever, the comparison with empirical amplification helps re-
duce the bias on the estimated velocity profiles.

The comparison of the retrieved velocity profiles for 1D
sites is presented in Figure 10. The 1D profiles are particu-
larly good at representing the elastic amplification at each
site. Other sites are treated in the next section.

Figure 11 presents the V g3 of all sites with respect to the
maximum amplification value in the ESM function in the fre-

Comparison between SH transfer function from site characterization and ESM elastic amplification for 1D sites ordered by

quency band 1-10 Hz. It shows the clear correlation between
V s30 and amplification but is particularly useful to show the
range of these two parameters. This figure shows the major-
ity of sites are categorized as ground type B (stiff sediments).
This is due to the fluvial-glacial nature of a large part of the
alpine sediments. They cause amplification with respect to
the Swiss reference of a factor 1.7-8. Glacial-lacustrine sedi-
ments are also present (six sites) and correspond to ground
type C with Vg3, values from 220 to 300 m/s. Their maximal
amplification is between 4 and 17. No site belongs to ground
type D (V39 < 180 m/s). Three rock sites have been instru-
mented with very different characteristics such as a hard-
rock site in the Alps (SBUB), a site on molasse rock in
the Foreland (SLUB), and a hard-rock site in the Jura
zone overlain by a thin consolidated moraine layer (SCHS).
SLUB is comparable to the Swiss reference velocity model,
whereas SBUB shows deamplification and SCHS amplifi-
cation up to 30%. Only one site (SARK) falls in the EC8
definition of ground type E (thin layer of C or D ground type
on rock).

Classification of Sites with Respect to 2D/3D
Response

Figure 12 classifies the different sites with respect to
the presence of EGSW and 2D/3D resonance (see also
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sites. Dashed black lines are showing the valley axis of each site and are reproduced on the polar plot. The polar plots represent the azimuthal
distribution of the energy for frequencies between 0.2 and 5 Hz. The color version of this figure is available only in the electronic edition.

Table 1). Clear 1D sites are excluded from this figure and
are presented in Figure 10. EGSW can be observed at sites
SIOM, SINS, SOLB, SLUW, and SRER. Even if the veloc-
ity contrasts are not so large, the difference due to EGSW at
site SRER is clear. Their presence at some other sites cannot
be excluded. These sites are therefore classified as unclear.
For instance, at SCUG, the velocity contrasts are low so that
the smooth shape of the amplification function cannot be
clearly attributed to these low contrasts or EGSW. At station
SBUAZ2, the smooth part between the first and second peak
in the ESM function is likely to be related to EGSW. A more
detailed characterization of this effect requires a 2D param-
eterization of the sites and numerical modeling (Paolucci
and Morstabilini, 2006) that will be performed in future
studies.

Five sites show a clear polarization of the wavefield at
the resonance frequency in the expected direction of a 2D
resonance. Sharp peaks in the spectra, related to industrial
activities and polarized in the direction of the source, were
excluded from the analysis. SIOM, SINS, and SCUG are
located in the deeply filled valleys of the Rhone, Aare, and
Rhine rivers, in the Alpine area, respectively. At their funda-
mental frequency of resonance, the wavefield is polarized
along the valley axis, corresponding therefore to the funda-
mental SH mode (e.g., Fig. 13 for SIOM station). More re-
fined studies should be applied to array recordings along
cross section to detect the other resonance modes (e.g., Roten
et al., 2006; Ermert et al., 2014). SBUA2 and SNIB are
located in much smaller structures, namely an alluvial fan on
the side of the Rhine valley and the small alpine valley of the
river Mattervispa (Fritsche ez al., 2005). Both sites clearly
show a polarization in the axis of these structures at the res-
onance frequency. For several other sites, polarization could
be detected but was either weak (e.g., SOLB) and/or in a
direction not corresponding to the main valley axis. For sta-
tions SLTM2 and SAIG, the polarization at the resonance
frequency is perpendicular to the valley axis. They are both
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Polarization analysis of sites SIOM (2D/3D resonance with EGSW) and SRER (1D with EGSW) and topographic map of the

located on alluvial fans that may influence the wavefield, but
their small sizes compared with the whole valley may indi-
cate that the fundamental P-SV mode is observed. These sites
are nevertheless categorized as unclear in Figure 12. More-
over, at some sites like SRER, no particular polarization of
the wavefield could be noticed (Fig. 13), and these sites are
therefore classified as exhibiting 1D resonance.

A further indication of 2D/3D resonance is given by the
shape ratio and velocity contrast of the considered 2D struc-
ture, as shown by Bard and Bouchon (1985). The shape ratio
is defined for sine-shaped valleys as the ratio of maximum
sediment thickness /4 to the valley half-width /. Bard and
Bouchon (1985) also defined an equivalent shape ratio for
any other valley type as h/2w, with 2w the total width over
which the sediment thickness is greater than half its maxi-
mum value. The velocity contrast is computed as the ratio
of the bedrock S-wave velocity to the travel-time average
S-wave velocity of the sediments layers. The bedrock veloc-
ity and shape ratio are sparsely known in our project because
we were focused on 1D and not 2D geometry. However, at
many sites, these values could be estimated, sometimes with
a large interval of uncertainty, and are displayed in Figure 14.
These results are in agreement with the conditions defined by
Bard and Bouchon (1985) for the critical curve, because sites
on the right part of this curve were already identified as
exhibiting 2D/3D behavior, taking the uncertainties into
account. Unclear sites are mostly located close to the critical
curve. SOLB and SLUW, based on this figure could even-
tually be reclassified as 1D resonance sites with EGSW. Sites
recognized without 2D/3D resonance are located on the left
part of the plot as predicted by Bard and Bouchon (1985).
These authors also clearly state that the transition is smooth
from 1D to 2D behavior and that the critical curve is in reality
more blurred, which is also consistent with the results found
here. Unclear sites may therefore be renamed as “transition”
sites but may never be classified exclusively in 1D or 2D/3D
resonance categories.
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Figure 14.  Shape ratio as a function of velocity contrast for a
selection of studied sites (squares with uncertainty intervals) and
proposed critical curve (black line) from Bard and Bouchon
(1985). Site classification with respect to resonance from Figure 12:
2D (black), unclear (dark gray), and 1D (light gray).

Finally, 2D/3D effects are most significant at sites SIOM
and SINS with clear 2D resonance and EGSW. At eight other
sites, resonance and/or EGSW are considered as unclear, but
2D/3D effects are present. EGSW are sensitive to geometry
and velocity contrasts at the basin edges (locally), whereas
2D/3D resonance is a global phenomenon and therefore
depends on average parameters (geometry and elastic proper-
ties) of the whole geological structure. For instance, at site
SRER in the Rhine graben, steep normal faults at the basin
edge generate EGSW, but the basin is too flat to generate 2D
resonance (Steimen et al., 2003). However, in the case of
alpine valleys such as the upper Rhone, Rhine, and Aar val-
leys, more regular, EGSW and 2D resonance are more likely
to occur together.

Conclusions

In the framework of the SSMNet renewal project phase
1, we proposed and systematically applied a site characteri-
zation procedure based on surface-wave analysis, particu-
larly using ambient vibrations. A method based on spectral
modeling was used to check the validity of the retrieved 1D
velocity profiles. Despite the relevance of the collected data
and their analysis, this comparison procedure led to numer-
ous reinterpretations, strongly contributing to an increase in
the quality of the results. Such a comparison procedure can
therefore be recommended for future projects.
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The whole procedure allowed the detection of non-1D
effects, namely 2D/3D resonance using polarization analysis
and EGSW using the comparison between 1D transfer func-
tion and ESM amplification. It has been found that a 1D
assumption was valid and sufficient to represent the ground
response to seismic motion in many of the studied cases.
However, field measurements are absolutely necessary to
extract 1D profiles representative of the seismic response.
Because of the variable nature of the ground properties, other
proxies such as geology are not sufficient to relevantly assess
the ground amplification.

2D/3D effects are also critical to be recognized because
they may greatly increase the local hazard. However, these
effects are present only at particular sites that need to be rec-
ognized. In Switzerland, these sites are parts of the deep sedi-
ment valleys of the Rhone, Rhine, and Aar rivers as well as
smaller structures like small alpine valleys, alluvial fans, and
pronounced lateral changes in the velocity structure. The pre-
viously studied case of the Rhone Valley (e.g., Roten et al.,
2006) is a particular case with strong 2D effects. The high-
lighted cases will now be studied in more detail with 2D/3D
characterization. Indeed, except for some well-studied cases,
little is known of the geometry and the elastic properties of
sedimentary valleys. This study also again confirmed the rel-
evancy of the study by Bard and Bouchon (1985). The criti-
cal shape ratio and velocity contrasts they propose are in
accordance with the observations presented here.

The use of ESM amplification directly within the com-
bined inversion procedure of 1D cases is planned for future
work. The case of structures with 2D/3D effects can be iden-
tified with the comparison, but a different approach needs to
be developed to invert for the 2D structure (Roten and Féh,
2007). Within the spectral modeling process, the anelastic
attenuation term is also obtained in terms of site-specific
kappa (Edwards et al., 2011) and could be used to derive the
quality factors of the sediments. Relating the inverted ane-
lastic term of kappa from spectral modeling to attenuation
models is therefore a topic for future work.

Besides site effects, numerous sites presented in this
study cover aspects of different scientific and societal inter-
est. It is the basis for future work on earthquake hazard and
risk, including source effects, nonlinear site response and
liquefaction, and earthquake-triggered landslides.

Data and Resources

Data from the SED permanent network used in this ar-
ticle can be obtained from the Arclink server of SED (arclink
.ethz.ch; last accessed June 2014) or alternatively from the
European Integrated waveform Data Archive (EIDA) node
of ETH Zurich (eida.ethz.ch; last accessed June 2014). Geo-
graphical data from the Swiss Federal Office for Topography
(Swisstopo) are used in this article. The data were partly
processed using the Geopsy software suite (Www.geopsy.
org; last accessed December 2012) including geopsy and din-
ver. Some figures were made using the Quantum Geographic
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Information System (QGIS) (http://qgis.osgeo.org/; last ac-
cessed September 2013).
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